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SUMMARY .
A method of testmg the appropnateness of the mathematlcal model for

" analysis of expenments mvolvmg rankmg in- palred comparisons has been
developed. The likelihood ratio- test'is proposed for testing the goodness
of fit. ‘For large n this statistic:turns out to:be x> test.’: The, mathematical
model is also suitable for analysing thé experiments conducted in different

- groups. A procedure has been obtained. to iest the goodness-of fit in- such
cases also.  When this test is converted to observed and expected fre~
quencles, thls would be.usualy 1* test of goodness of, ﬁt JEormulae for the

" variances and covanances of esumates of treatment ratmgs Tlaee... =; have
been obtained, For testmg the suntablllty of the model a. numerlcal example
from’ taste—testm" experlment is ﬂlven - The estlmate of variances and
covariatices of the estlmator of the treatment ratmgs “have' beén” worked
out.

Statistical methodology applied to numerical data is appropriate
and valid only when the data conform the assumptions and require-
ments needed in the analysis. The mathematical model for paired
comparisons (Gupta and Rai [7]) was postulated in such a way that
the estimates were mathematically workable and the model was easy
to apply and interpret. In the present paper we propose to develop
procedure for testing the appropriateness of the model and also to
investigate the reliability of the estimaters used in paired comparisons.

2. REVIEW OF THE MODEL AND TESTS OF HYPOTHESIS

In paired comparisons, the existence of non-negative paramct.ys -
7, Ty, .-, B associated with ¢ treatments T3, Te,..., T is postulated

t v
such that X m=1. The behaviour of the parameters is further
. = :



.The mode] at: (1) is quicker and sharper than. Bradley~Terry model [1]
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defined with probability statement that

P(T>T)‘ /(" + iy | SN €3

of paired comparisons for detecting the quality of better treatment.
For example, if T; is superior to T, then =; will be greater than =; and

‘the - probability that T} is preferred over T} is higher in model at (1)

than the corresponding probability obtained by usmg Bradley—Terry
modelze. P(T>T) n,/(n +7rj) .

In case of equallty of treatment effects Betwe‘eh-Ti dnd T;; the
preference probability of one over the other is the same in both the

‘models. In this way the present model is capable of detecting even a

small difference in.the treatment effects with higher probability. In
the comparison of ‘treatments, observations are limited to rankings

.of items in pairs. The rank one is assigned to the treatment of a pair

which is judged superior on the basis of the test attribute and two' ‘to
the other treatment. Tied ranks are not permitted in the model and
this makes .7 jx to take a value elther one or two with #; ,k—l—r,,k 3,.
where r;j is the rank of 7; when it is compaied with T in the K-th
com parison. If the design is repeated u times, the likelihood function
is given by

t  n o
ane-1)-2"" N SRR s

iFAj=1 k=1 B T
I— i o)
0 (a2 4 a2)m
i<f“( A

The maximum likelihood estimator of =; is denoted by p;.
Procedures for obtaining these estimators‘are outlined by Gupta and
Rai[7]. Here we shallrequire to refer to (2) for developing the theory
for testing the appropriateness of the model. Following the arguments

. and methodology given by Dykstra [6], we can modify the model for

the cases of unequal number of repetitions. on pairs. This is specially
required to judge the equahty of a new treatment as compared to the
existing treatments.

3. TEST FOR THE APPROPRIATENESS OF -THE MODEL

Here we limit ourselves to a test of the goodness of fit for the
paired model for ¢ treatments and an homogeneous repetitions of the
possible pairwise treatment comparisons. : TR
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. We define a parameter ™ ;» probability that T;- is - ranked
aboveT where T; and T; are compared. The complementary pro-
bability is given by = ,,-—I w;;.  If t treatments are considered in an
‘experiment of thlS type, (5) parameters are to be estimated. Also we
have

piy=fijln ' ...(3)

where p;; is the estimator of 7,5 f; is the number of times T} is ranked
above T; and n is the number of times such a comparison is made.
The likelihood function may be written as

L(n,,)~H wew ‘ - 0. (4)
‘where - lﬁj_l_fji:n and Eij"}";ji:l

Wé are interested iq the following test :
Test of fit I
' : Hy: NT,-— 7 (7} +‘" ); i#j; i, j=1, 2,..
Hy: ,ﬂé (77 + ’H) for some i andj
The likelihood ratio statistic' depends on L{pi;/Ho) and L(p; i Hv)
where L is defined by (4) above.
Also we note that _

L(pi;/H)=L(p) where L is given by

n

. L(x; 4n(l—1)—2 i -1
()= nvr erkzj(“—*'ﬂ) -++(5)

i#j k=1

_Also we have - ‘
. ,

logL(P,,/Ho) 2 { 4n(t—1)-— z z Vu:c ]Ong

i#j k=1 :
—n Y log (p} +p})=B log 10 . (6)
i<j '
where B=n z log(pf +p3)— z‘a{ log p;

i<j
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and a,-=4;rn(t— -2 zz Tijk
j k

and logz(—l-;;'j/Hl)=Zfij l.ogf}j—n('tz‘) log n )]
oy
The goddness of fit is tested by the statistic

~2log >\1=2[ Zf, log fi;—n(,)log n+B log'lo ] .(8)
?5]

large values of ».

The computations become fairly easy after formmg the follow—
ing two way table. -
TABLE 1

Table for the Test of Goodness of Fit

T, Ta ’ 75 I re
Ty — ' Sa Sis r1=8n—f12—fia
T, Sfa L= Sas ra=8n—fyu—fos

Ty Cfa S - . ty=8n—fu—fu

In case the repetitions of the paired comparison experiments
are grouped into g groups, the u-th group- contammg n, repetitions

and E n,=n; separate sets of parameters n',,,, and w;, are assumed g
u=1 A

to exist within each group. For each of the g groups, we calculate

the statistics f;;, and 21 rie- The within group: test of goodness of

fit can be made as described above, we will denote the test statistic :
by —2 log Ay, . £

The test procedure is as follows _
Test of Fit II Co L .

Hy: mg=n, [}, +73,), i), i, j=1, 2, ., 1.
L o (o 45, )

for some i, j and u,
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The likelihood ratio statistic is

g

—2 log 7\11—_—”—.‘22 log '7\11‘ , . ? (9)

u=1

which follows a x? distribution -with {g(2 )—t+1} degree of freedom

for large Values of Moo S

4.' ., THE TEST OF GOODNESS OF FIT ASSOCIATED WITH EXPECTED
'FREQUENCIES =

The , relative frequencies are related . to the sums of ranks of
treatments and are given by

2 z z "i.(’k5=.4n’_(?fl)',—_2 fi o . ...(10)
J#ELk J
‘We also writez' r; as an abbreviation for the left hand member

and refer to it as the total sum of ranks for 77,

The expected cell frequen01es are denoted by f and are related
to the estlmator pl, pg, cey p, through
’f;’; =it /(P? 4 | (D)
Thus.using (8) and (6) we get . °
B= _z f,, log (Q; /1;)_
i o
and S
—2 log A =2 Z fii log (filf )
%] . :
we may take '

filfy; =1+€;,
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where €;; may be eitller'pb’siti{le or negative'small numbers such that
Z S X €y =0
i#f
Now - . 4 Ci
—2log ;=2 z 13 (i+¢€;)) log (i+€;)
I#j
Using power series expansions.for the logrithms and Astopping with
the second term we get

—2log M= z fi € —z €. (1)
i£i =i

Finally we obtain,

—2log M= z

i#j u

—fy

After neglectmg the terms mvolvmg €, and hlgher power of G,,

This is the usual form of the test.

For group of repetitions we can write it as

& S w)g

-”log%u—z z ' — «(13)

~  u=1l i#f _' vf;;m

For practical purposes the two fméthods of computing X2 for
tests of goodness of fit or of the appropriateness of the models will
usually be equivalent. When tlie values of B are available, the X2 can
be readily calculated. ' '

.. _If the observed frequencies are small, we can not use (12) or
(13). Further X2 test developed is only appr0x1mate and a large
number. of repetitions is needed. -

5. ASYMTOTIC DISTRIBUTION OF THE ESTIMATOR-OF 7; -

 Let us define X;as the number of times treatment T; obtain
a ranking of unity in a repetitions of paired comparisons. The
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likelihood.function in terms of X; is given by
=T = J] (n® dn® )L
f(X; 1!)— . ; ‘.< _.(F{ +7t:;)
i i<j

where X and = represent vectors (Xi, .., X;) and (=, =, ..., )
respectively. If Xj is the observation on X; in the k-th of # repeti-
tions, then we have . o

n
z Xiw=a;, (=1,2, ..s; 1)
k=1

where a; is as usual given by .
a,~=4 n(t— 1)—‘22 Fijk
JFEi
and the likelihood function may be written as

We define
=3 w @ )t (=120 (18
2
T L
dy=—(m] +m3)2 A =1 D)

We shall require the means, variances and covariances of D, CTID. CTEN
X:. We define X;; such that, it has value unity if treatment 7; ranks
_above treatment 7; and zero otherwise. /

- Then
=3 Xy
J#l
Thus x;; is a Berhqulli :vari'ate with exp'ectatibncnf (=} 4= )

. 2 92 - - . . e
and variance =; 7 (n? +1=? )2 The variates X;; making up the

sum X; are independent in-probability and it follows that . . .

P B =n D@ Y =T, 2, 1) o e(15)
. T R R
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V= B mE bt (=120 09
JF1 . .

="t dy ‘
Cov(X;,X;)=—m? TE? (=2 + 7'r.'Jg )2
=menidy (#j, 6, j=1,2, .. 1) C (1)
The parameters ®;, . ., 7, are subject to the restriction E; ;=1 and

are not-independent. Thus we may regard p1, ps, . . . p~1 Maximum
likelihood estimators of . independent parameters m;, T, .., %1

t—1
taking m,=1— _Elrc,-. Then vVu(pi™™1), Valpa™®s) . ., M/ n(pr-1"m-1)
-

have joint limiting normal distribution with zero means subject to
the verification of certain regularity conditions (Cramer [5] and
Chanda [4]). (d;;)™* denotes the dispersion matrix of the joint
limiting normal distribution of (r—1) estimation with d;; as given
below : we note that

9 .
5 Uog f)=Xi[m—X/[m—2m; T (v} + =} )7
i A :
+2m, T (n? 2y-1 (=1, 2, . .,1)
s T ( '

and using E(X)=n2 = (z2 4=2)~ we get
ji j
a o X X
E(—,a—m_—lo'gf)( —'6—71',-1ng)=€0‘, (-?L — n—,t)

Xi X \_ g0 e
(n_J X, -A)— dg; (4, j=1, 2,.:1) |

there by defining d; ;
Also from (14) and (15) we get d;;=d;;—d;—d+d «.(18)

4 X; . ¢
Sinced£5=Cov[——KX’ - XX XX —'—]

™ T, T, T, T2
The matrix (dy;) is non-negative definite because it is a dispersion

am log f,

.matrix and hence log f are free of linear

R e
_ restrictions,
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" Thus we conclude that v/ n( Pi—"1),. ", \/ n( pii1—m-1) have
the multivariate normal distributions with zero méans and dispersions
matrix (d;)~". This result holds true for large sample.

6. VARIANCES AND COVARIANCES OF ESTIMATORS

We note that the # x ¢ matrix (d;;) is singular in view of defini-
_tion (14) and

. +-r: d”

If the elements of the last row and then of the last column are sub-
tracted from corresponding elements of the remaining rows and .
columns respectively, we obtain
(i) (diy—=du)' '

| di | = .
(djt—dtt) dtt

-'where (d;,éd,,)’ and (d;—d,) are respectively cblumﬁ and row
vectors of (#—1) elements. Thus

~(dili) (diz_'dn)’ ‘
(djt‘fdrr) I+d

...(19)

ldiljlz

Now we reverse the porcess and add the elements of the last row
and- then the last column to corresponding elements of the remain-
ing rows and columns in (19) above, we get

(d+1) (I)’\ I(d,,) o ‘
© M (0 (0)

[ dy | =1dy+Il=

Since | di; | =0
where (1) and (1)’ are respectively row and column vectors of ¢ unit
elements.

Similarly we can show that the cofactor of d;; in the extreme

right side of (18) is equal to the cofactor of d; in | di; | -

Thus if oy; 1s the covarlance._of, Va(pi~ ) and \/n(pj T;),
G j= )]

cofactor of d;; in (Ei;;) ((1)) .
0= ' ~.(21)

- E 9
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Since the formulation of the model for ‘paired ' comparison . is
symmetrlcal in, the parameters (T, %, ..., %) and the estimator
(p1, pes ..;,p,) apphes to all variances and. covariances with
(i,j=1, 2,". ., t) on the basis of symmetry.

The variances and covariances oy;, (i, j=1, .., ) are simply
the elements of the 7—square principal minor of the inverse of the
(di) () l
mn o

matrix

When ¢ is small, the inverse can be obtained by elementary methods
when T, .-, T are replaced by estimates or they are specified. How-
ever, smce I d;; | =0, the usual Doo-little methods breakdown.
Then for. larger values of ¢, it is desirable to invert (dy) specified
through (18) using a Doolittle method. The remaining variance and
covariance of v/n(p,~ 7r,) are obtained from

t—1
- Vrlp—m)=— El Vi (pi—m) .

=

A : —1 t—1 -1 ,
so that =% X 6;; and o= — Z a; (i=1, 2, --v,t—"l')
l—l] 1 ]—v )

Since v/ n(p,—,) isa linear function of v/ n(p1—m1), ..., v/ (pr=1 —1,y)
we may state that vVa(py—m), ..., Vn{p,—=,) have for large values
of n, the singular multivariate normal distribution of (f—1) dimen-
sions in a space of ¢ dimensions with zero means and dispersion
matrix (o;;) defined-above.

In general we may take pi, -- ,p: j'ointly normally distributed
with means =, ..., % and dispersions matrix (o;;)/n for large samples
and any linear function % bipi have normal distribution with mean

3 byw; and variance 2 b;b; o;;/n for large samples.
i i<j

Usually, -estimated variances and covariances are required. We
may define 4;;(i, j=1, 2, ..., t) to be the same function of pi,ps,...,p
as d;; are of wy,...,%, as defined in (12) since maximum likelihood
estlmates are uanalstent Thus (0,,) is the dispersion matrix which
is the same function of d,, as (o;;) is of d;; in (19).
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7. ILLUSTRATIVE EXAMPLE

" " The procedures developed in this paper will be demonstrated by
the numerical example taken from a taste-testing experiment conduc-
ted by the author at IASRI. Three popular brands of tinned mango
juice were compared for their taste quality in paired comparisons
design. The mango juices were coded as follows :

T, = Sun-ship Méngo ’ o
T, = Mohan Mango Juice
T3 = Noga Mango Juice.

The juices were presgnted in pairs to the judges for tasting one
after the other in random order and they were asked to record their
preferences interms of ranks. The paired comparison design was
repeated ten ‘times. The pooled sum of ranks for two julges are
32,28 and 39 respectively for Ty,T» and T5. The experiment can be
analysed by applying Bradley-Terry model [1]. But here we shall
demonstrate the use of the madel developed in the paper.

The estimated value of p1,p2'and ps may be obtained by using
the table given by Gupta and Rai[7]. The value of p1,ps.and ps
are respectively 0.29, 0.38 and 0 33. This result is non-significant at
any realistic level of significance and is not indicative of any real
difference in the taste quality of mango juice. From Bradley-Terry
model we also reach the same conclusion.

* The values of alf\,-'j are obtained by substituting vélues of p; for =;
in (14).

A= 67.6479 dhs = 23.9087
dy =—19.1525 oy =—T5.5858
dia = — 26.8463 dos = 41.3990

The estimate of the determinant in the denominator of (21) is

67.6479 ~19.1525 —26.8463 1
~19:1525 - 22.9028 - —15.5858 1
—26.8463 —15.5858 T 41.3990 1

1 o 1 - 1 o0

=— 11354.9321

T
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Now from (21)

1 22.9087 —15.5858 1

o = 11354.9321 | —15.5858 41.3990 1

I | 1 0

. = 0.008408
) Similarly, complete set of variances and covariances is
| oy = 0.008408 | om= 001423
o 71 =--0.005696 " Gy =—0.008036

G =—0002712 . om= 001134

~~+ *The estimated variances and covariances of pi, ps, Ps are
obtained by dividing those given above by n=10. Consequently the
standard errors of p1. ps, ps are obtained as

S.E. (p1) =0.289 ; S.E. (pa) =0.038, S.E. (ps) =0.0337

A check on the calculations is provided by calculating the
' variance of v/#Zp; in terms of variances and covariances of the

i
~ elements of this sum which should obviously by zero.

k  For testing goodness of fit of the model, we give below the X
' computed for one judge in.detail.- The X* computed has one degree

of freedom and is calculated using both the forms (8) and (12), the
| latter - value being shown in parentheses. The 5 percent level of X

al with 1 degree of freedom is 3.84 and the 1 percent level is 6.63.
J ' ‘
(
3 Results for Judge I
A B ) C El‘,‘
7 . 5 28
A - (6.00) (6.00)
3 — .. 6 .
B (4.00) - - - (5.00) 31
5 4 —
Cc (4.00 (5.00) — 31

t=3, n=10, B=0.586, Xi=1.24 (1.23)

Signiﬁcance level of treatment=0.78
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Using test of fit in the form (8), we get,
—2 loge A1=2(2.3026) (7 log 7+5 log 5+3 log 3+6 log 6-+35
log 5+4 log 4+4-8.856-30 log 10)=1.24

To use the second form (12), we require PA=0.38 ; PB=0.31:
PC=0.31 from tables Gupta and Rai' [7]. The expected cell
frequencies are shown in parentheses in table above and they were
calculated usmg the relatlonshxp (11)

The alternative method of computing x? yields
2 2 2 2 2
(7 66) 26— 6) G 4)2_}_(6 5) +(5 4) +(4 5)
=1.23
The two methods of computing X? for test of fit I yield the

values in close agreement and indicate good agreement of the model
and the observations.

=
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